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Response of coupled noisy excitable systems to weak stimulation
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It is known that coupling can enhance the response of noisy bistable devices to weak periodic modulation.
This work examines whether a similar phenomenon occurs in the active rotator model for excitable systems.
We study the dynamics of assemblies of weakly periodically modulated active rotators. The addition of noise
to these brings about a number of behaviors that have no counterpart in networks of bistable systems. The
analysis of the dynamics of the solution of the Fokker-Planck equation of active rotator networks shows that
these new behaviors are similar to generic responses of periodically forcedautonomousoscillators. This is
because noise alone, in the absence of other inputs, can regularize the dynamics of single active rotators
through coherence resonance, and lead to regular synchronous activity at the level of networks. We argue that
similar phenomena take place in a broad class of excitable systems.@S1063-651X~99!14408-8#

PACS number~s!: 87.10.1e, 07.05.Mh
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Stochastic resonance~SR! refers to a wide class of phe
nomena in which the addition of some noise to a nonlin
system enhances the transmission or the detection of a w
signal @1#. For a particle in a double-well potential, the a
dition of suitable noise to a weak stimulus can maxim
measures of the regularity of the interwell hopping. Simi
phenomena have been reported in a wide class of sys
~for reviews on SR, see@1#!. Of special interest has been th
possible functional implication of SR-like phenomena in t
sensory system@2#. Experimental and theoretical studie
have shown that sensory neurons can display SR-like be
ior when stimulated by weak signals and noise@3–5#.

One method to further enhance SR has been to co
‘‘resonators.’’ Indeed, interactions between the units can
vor the cooperative effect of noise over the degradation
to fluctuations. In this way, appropriate coupling can effe
tively enhance the response of networks and arrays of r
nators beyond that of the individual units@6–8#. The fact that
nervous systems are composed of large numbers of inte
ing units susceptible to displaying SR-like behavior sugge
that a similar phenomenon may take place in neuronal
semblies. It has been shown that when neurons opera
bistable units, coupling can enhance the response of the
work @9#. However, in many instances, neurons act as ex
able systems, so that the effect of coupling on their respo
needs to be studied on its own. This work shows that wea
forced assemblies composed of interacting noisy excita
systems can display richer dynamics than their bistable co
terparts. Our emphasis here is on the different qualitativ
distinct regimes that such assemblies display rather t
measures of the input-output relation, and the influence
specific parameter on them. These latter issues will be d
with separately.

We have considered assemblies constituted by FitzHu
Nagumo, Hodgkin-Huxley, and Morris-Lecar models. A
have yielded similar results. In the present paper, we ill
trate these by the active rotator~AR! model. Indeed, we have
found that, in agreement with@4#, this model captures wel
the essential aspects of the dynamics of the other mod
while providing the possibility to understand the underlyi
PRE 601063-651X/99/60~2!/2182~4!/$15.00
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mechanisms. An assembly of interacting ARs~referred to as
AR network! is described by@10#

dw i

dt
512a sin~w i !1

G

N (
j 51

N

sin~w j2w i !1A sin~Vt !1sj i ,

~1!

wherew i evolves on the unit circle@4#, a.1, G>0 is the
coupling strength,s is the noise intensity, andj i is white
Gaussian noise satisfyingE@j i(t)#50 and E@j i(t)j j (s)#
5d(t2s)d( i 2 j ). For A50 ands50, all units stabilize at
the unique stable pointFs5(w1

s , . . . ,wn
s), with w i

s

5arcsin(1/a). The system also displays an unstable equil
rium point atFu5(w1

u , . . . ,wn
u), with w i

u5p2arcsin(1/a),
which acts as the firing threshold. A single AR discharg
when the trajectory goes over the unstable point and retu
to Fs along the longer arc.

We consider onlysubthresholdmodulations; that is, those
that do not elicit a discharge from the single noiseless AR
the absence of noise, weak subthreshold modulation evok
synchronous periodic motion aroundFs . In this regime,
units do not rotate around the circle.

The addition of noise to weakly forced AR networks e
ables some units to cross over the unstable point and ma
full rotation around the circle. The dynamics of AR networ
in the two extremes of low and large noise levels resemb
that of mean-field coupled bistable units@7#. At low noise
intensities, the discharges are sporadic, and there is
marked correlation between the firings of individual un
besides the one induced by the common input. At large no
levels, units fire frequently, almost independently from o
another, leading to an incoherent global discharge r
which displays oscillations because, even at large noise
tensities, units are more likely to fire when the input a
proaches its maximum value. It is in the transition betwe
these two extreme regimes that AR networks presen
wealth of new behavior not present in networks of mea
field coupled bistable devices. These intermediate noise
gimes are characterized by two aspects:~a! synchronous fir-
ing; that is, coherent activity at the level of the assembly
2182 © 1999 The American Physical Society
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a broad range of noise intensities, and~b! the patterns of the
synchronous discharges, which vary depending on the n
level, with qualitatively distinct patterns corresponding
different noise ranges. In the following paragraph we pres
a typical scenario of the changes in the global discharge
tern of weakly forced AR networks as the noise is progr
sively increased in the intermediate range separating the
and large noise regimes.

Once the noise is increased beyond the ‘‘silent’’ regim
sporadic synchronousdischarges appear. The upper le
panel in Fig. 1 shows one example of such firing. As in
other panels in the left-hand column of this figure, it rep
sents the time evolution of the global discharge rate of
network, computed as the proportion of units that fir
within a short time window~here 0.1 ms!. Thus, the high and
narrow peaks in the upper left panel indicate that units
synchronously, while the variable interdischarge interv
show that these discharges occur irregularly, sometim
skipping one or several input cycles.

Interestingly, further increase in the noise reduces the
regularity of the inter~synchronous! discharge intervals. The
global activity then resembles noisy synchronous one-to-
locking, as discharges occur once every cycle and ne
preferential phase~left-hand column, second panel in Fig. 1!.
Further increase in the noise leads to global oscillations w
markedly different patterns, which can be easily dist
guished one from another.

The four lower panels in the left-hand column of Fig.
show examples of such global discharges for four disti
noise levels. The noise intensity increases from top to b
tom. The lower three panels are reminiscent of noisy p
odic lockings with different locking ratios, while the thir
panel from the top is more irregular. One remarkable fac
that these patterns are stationary in time, and indepen
simulations carried with the same parameters always y
the same form of discharge. Furthermore, each of them
responds to a determined range of noise.

Increasing the noise intensity beyond that of the low
panel brings no further change in the discharge pattern. O
the amplitude of the oscillations progressively decreas
This is the regime of high noise intensities, when units fi
incoherently, yet, on average more frequently at some in
phases than others.

The different behavior of the network and the nois
induced transitions between them can be understood thro
the analysis of the Fokker-Planck equation~FPE! obtained at
the limit of large networks@10#,

]n

]t
~w,t !52

]

]w
@F~w,n~ .,t !,t !n~w,t !#1 D

]2n

]w2 ~w,t !,

~2!

where n(w,t)dw represents the proportion of units with
(w,w1dw) at time t, D5s2/2, and

F@w,n~ .,t !,t#512a sin~w!1A sin~Vt !

1GE
0

2p

sin~w82w!n~w8,t !dw8.

The right-hand column in Fig. 1 shows the flux throughw
53p/2 for approximate solutions of Eq.~2! obtained by ex-
se
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panding this equation in Fourier series and truncating a
the 30th harmonics~controls truncated at larger harmonic
yielded similar results!. The 60-dimensional approximat
FPE obtained in this way is deterministic with the noise
tensity appearing as a parameter. The resemblance bet
the adjacent panels in the columns of Fig. 1 shows that

FIG. 1. Left-hand column: global activity of AR networks com
posed of 10 000 units. Abscissa, time~ms!; ordinate, rate (ms21)
defined as the fraction of units crossing 3p/2 from below computed
in bins of 0.1 ms. Right-hand column: flux of the solution of th
approximate FPE through 3p/2. Abscissa, time~ms!; ordinate, flux
(ms21). The ordinate scales have been adjusted for a better vie
the patterns. The abscissas represent time after the dissipatio
transients. Each panel contains a schematic representation o
sinusoidal input. Parameters:a51.01, G51, A50.05, V50.25,
and noise intensityD50.02, 0.08, 0.14, 0.174, 0.2, and 0
(rad2/ms) from top to bottom.
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approximate FPE captures accurately the dynamics of
simulated networks and its dependence on the noise in
sity. The quantitative difference between the firing rate
simulations and the flux of the approximation arises beca
the latter is instantaneous flow of units across 3p/2, whereas
the former is computed over a time-window of width 0.1 m

Two conclusions can be drawn from the similarity b
tween the simulations and the solutions of the approxim
FPE. ~i! Regarding the origin of the variability in the dis
charge times of the network simulations: in the first and th
panels from the top, the irregularities are also present in
solutions of the approximate FPE, thus suggesting that th
have a strong nonlinear component. Conversely, in the o
panels, the solutions of the approximate FPE are periodic
that the variability in the corresponding simulations sho
be mainly attributed to the noise.~ii ! The qualitatively dis-
tinct regimes observed in the simulations as the noise in
sity is varied correspond to different stationary regimes
the approximate FPE, separated by bifurcations. In o
words, in this system, the noise intensity acts as a bifurca
parameter, and the dynamics of the solutions change as
parameter crosses critical values.

This offers the possibility to classify the different dynam
ics according to their characteristics, and determine the ra
of noise where they occur. This is illustrated in the two pa
els in Fig. 2. Indeed, the various regimes that appear as
noise is increased can be characterized by two quantities
average number of synchronous discharges~large amplitude
oscillations! per input cycle, and the variations in the amp
tude of these oscillations. These two quantities were co
puted from the solutions of the approximate FPE. The form
displays the devil-staircase-like shape typical of forced os
lators ~upper panel, Fig. 2!. It has plateaus at integers an
rational numbers, and increases between such flat segm
The flat segments correspond to periodic solutions locke
the input, while the others yield aperiodic behavior. T

FIG. 2. Noise intensity (rad2/ms) vs the average number o
synchronous discharges per input cycle~dimensionless! ~upper
panel!, and the local extrema of the flux (ms21) ~lower panel! dur-
ing a stationary regime of 500 ms duration. Same parameters
Fig. 1.
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changes in the regimes are also apparent at the level o
size of the oscillations~lower panel Fig. 2!, where it can be
seen that noise intensities beyond the one to one lock
range elicit complex responses reminiscent of quasiperio
and chaotic dynamics~see inset!. These diagrams show tha
the noise intensity acts like a bifurcation parameter, and, a
is increased, the response of AR networks tosubthreshold
stimulation undergoes changes similar to those of eithe
forced noiselessautonomousoscillator, or a noiseless excit
able system subject tosuprathresholdforcing.

The origin of the complex responses of AR networks c
be traced to the effect of noise at the level of the single u
Indeed, a single AR, without periodic forcing, displays thr
types of dynamics when stimulated by noise. For low no
levels, it fires sporadically and irregularly, while for larg
noise intensities, it fires abundantly and irregularly. Ho
ever, there is an intermediate range of noise for which
discharges are more regular@11#. In this regime, ARs operate
virtually as intrinsic oscillators perturbed by noise. The dy
namics of AR networks reflect these three different regim
For low and large noise intensities, the global discharge
incoherent and sporadic, or incoherent and abundant, res
tively. Meanwhile at intermediate noise levels, the AR n
works display regular synchronous firing@10,12#, as ex-
pected in coupled noisy ‘‘pacemaker’’ units. In th
intermediate regime, the whole network behaves like an
trinsic oscillator. This phenomenon explains the dive
forms of locking and aperiodic patterns that arise in the pr
ence of weak periodic modulation: these are generic
sponses of forced oscillators. In summary, noise-indu
regularity at the level of a single AR is responsible for nois
induced synchronization at the level of the AR network
which in turn leads to complex dynamics in response
weak periodic modulation.

This mechanism suggests that other networks could
exhibit complex responses when stimulated by weak perio
inputs, as long as they are composed of units susceptib
display some form of noise-induced order. Interestingly,
regularity of the discharge trains of large classes of excita
systems have been shown to be maximal at intermed
noise levels@13#. This phenomenon is known as coheren
resonance. Our numerical simulations of networks compo
of three neuron models, namely the Hodgkin-Huxley, t
FitzHugh-Nagumo, and the Morris-Lecar equations with d
fusive as well as pulsatile and synaptic couplings confirm~1!
the presence of noise-induced synchronous activity at in
mediate noise amplitudes~similar phenomenon have als
been analyzed in the spike response neuron model@14#! and
~2! for these ranges of noise, the existence of various fo
of discharge patterns reminiscent of phase lockings, qua
eriodicity and chaos in response to weak periodic modu
tion.

Finally, it is important to contrast these results with t
dynamics of coupled particles in double-well potentials
order to highlight the novel aspects of the effect of noise
coupled excitable systems. In a forced deterministic bista
system, there is a critical threshold input amplitudeAc(0)
beyond which the particle displays interwell motion. For a
plitudes below this value, the forced system is bistable
cause of the coexistence of two stable periodic motions at
bottom of each well. The same remains true for coup

in
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bistable devices. In the case of mean-field coupled bista
devices, without forcing, but in the presence of noise, a si
lar transition from bistability to monostability takes place
the noise intensity overtakes a critical valueDc @15#. The
effect of the addition of weak forcing to the noisy interacti
system is to lower the critical noise intensity at which t
transition occurs. Similarly, the effect of the addition
noise to the weakly forced system is to lower the critic
input amplitude. Thus, when represented in theA-D plane
~the noise intensity versus the input amplitude!, there is a
line, denotedAc(D), connectingAc(0) on they axis to Dc
on the x axis, representing the transition from the bistab
~subthreshold! regime to the monostable~suprathreshold! re-
gime. For a symmetrical potential, a pitchfork bifurcatio
takes place along this line@7#. The presence of this line
means that the presence of noise lowers the critical thres
input amplitude, so that in effect, increasing the noise int
sity leads to interwell jumps. This is the mechanism for t
signal enhancement in coupled bistable devices.

A similar scenario can be adapted for the assemblie
AR. In this case, one has to take into account the fact that
forced AR~without noise! displays more complex respons
than the bistable device. Indeed, the stroboscopic map a
ciated with the forced AR is a smooth invertible circle ma
Thus, when the input amplitude is varied, the forced A
displays diverse phase-locking and quasiperiodic dynam
Following the same line of reasoning as for the bistable s
tem, one would expect that, in interacting AR assembl
increasing the noise intensity would bring about chan
similar to those that would occur when the input amplitude
increased~in the absence of noise!. This scenario would cor-
respond to what is happening in bistable devices. Howe
our results show that this is not necessarily the case: som
the behaviors that are encountered as the noise is incre
on
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cannot occur, no matter what parameters are selected, in
forced coupled deterministic AR. This limitation stems fro
the fact that families of smooth invertible circle maps c
only exhibit phase-locking or quasiperiodicity@16#. They
cannot support complex aperiodic responses such as c
@17#, whereas, the inset in the lower panel in Fig. 2 sho
that the FPE equation can have such dynamics. In o
words, these complex responses are not merely a co
quence of the displacement of suprathreshold regimes
lower input amplitudes due to the presence of noise,
constitute new forms of dynamics that arise only when no
is added.

The existence of such noise induced complex respon
constitutes a novel aspect of the effect of noise on coup
systems. Indeed, previous studies show that in general n
tends to smear the diverse responses of coupled oscilla
into an incoherent overall pattern@18#. Furthermore, this re-
sult is relevant in the field of SR because the complex
sponses represent synchronous discharges; that is, they
resent noise-induced amplification of the weak perio
stimulation.

In conclusion, the present results constitute a form of
that appears in excitable systems, in the form of noise
duced complex synchronous discharges, that have no cou
part in either bistable systems or the forced deterministic
assemblies. This appears not only in the patterns of the
charge of the assembly but also in the sequence of n
induced transitions in the dynamics, as the noise intensit
increased. Furthermore, the mechanism underlying this n
effect provides the first evidence of a functionally releva
interplay between coherence resonance and stochastic
nance, and suggests that this interaction can lead to n
forms of SR in neuronal assemblies.
a
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